OPTIMIZATION AND LEARNING FOR INVERSE PROBLEMS

1. DESCRIPTION OF THE PHD THESIS PROJECT

1.1 OBJECTIVES OF THE PROJECT BASED ON THE CURRENT STATE OF THE ART

Inverse problems consist in recovering an object of interest from indirect observations. They appear in various applications such as, for example, in analytical chemistry, astrophysics, biology, medical imaging, ... As an insight, one can think of source separation which appears in Nuclear Magnetic Resonance (NMR) spectroscopy where one aims to recover the constituting molecules of a mixture [Cherni et al., 2019] or of image reconstruction where one aims to estimate an artefact free version of a cell image or of audio signal processing where one aims to recover missing samples.

Usually, one way to deal with an inverse problem is to formulate it under as a variational problem which means that the object we are seeking for is the solution of an optimization problem [Chaux et al., 2007]. Solving such a minimization problem requires to specify a priori information on the object to be estimated such as nonnegativity, smoothness, sparsity, ...

Lately, when enough data are available, machine learning approaches have also been designed to solve inverse problems and have proved to be powerful [Arridge et al., 2019]. However, in some cases/applications, one may not have enough data to learn the model. In some cases, people resorted to simulated data which requires a perfect knowledge of the model [Adler, Ozan, 2017]. Unfortunately, this is not always the case and learning machine on simulated data may not be adapted nor efficient on real data. Another problem is that such approaches still involve a large amount of data, and also, large computational resources.

It thus appears necessary to better understand the learning algorithm and in particular neural networks operation and behavior in order to reduce the requested amount of data that is needed to train them. Indeed, recent works [Combettes, Pesquet, 2019][Gribonval et al., 2019] showed some relations between iterative optimization algorithms and neural networks. Understanding learning algorithms with such mathematical tools, may help to reduce the neural network complexity by compressing them [Han et al., 2016]. One can also think of exploiting specific structure of the data such as sparsity either by tuning the neural network for sparse data or by representing data in a transform domain [Cotter, Kingsbury, 2018] or by learning the best data representation.
1.2 METHODOLOGY

In the doctoral thesis, the objective is twofold: firstly, we aim at formalizing some properties of neural networks; secondly, new approaches will be proposed for the resolution of inverse problems. To this end, we propose two research directions: one is to study how the knowledge a priori of the forward model can be injected in the learning algorithm, the latter one being able to learn the calibration parameters itself. The other is to exploit the capacity of learning algorithms to learn data representations (dictionary/regularization learning) in order to build new sparse representations [Gribonval et al., 2017]. All these methods will be applied to inverse problems dealing with real data. A key will be to provide efficient algorithms and to do so one may rely on approaches such as studied in [Cherfaoui et al., 2019]. We are particularly interested in dictionary learning approaches for source separation in NMR spectroscopy and in calibration purposes for spectral tomography [Taiiri et al., 2016].

In the meantime, this PhD may lead to the constitution of a signal database (without thinking in a big data database). We will work carefully on that point in order to be able to share these data publicly.
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1.3 WORK PLAN

The ideal work plan would be the following:

- The six first months of the PhD will be dedicated to make an overview of the state-of-the-art dealing with inverse problems and learning algorithm strategies. Pluridisciplinarity will be part of this PhD project and discussions with local actors of other labs (chemistry, bio-medical imaging) will be initiated. Some research directions will thus be privileged and new challenges in the resolution of some inverse problems will be identified.
- The next twelve months of PhD will be dedicated to the conception of new approaches enabling the knowledge a priori of the forward model to be injected in the learning algorithm and to study/quantify the gain one can have in using such strategies in specific inverse problems. In parallel, as data may be processed more efficiently through adapted data representations, dictionary learning approaches will be investigated. This could also lead to the reduction of the network complexity (by e.g. taking advantage of data sparsity) and is of particular interest when learning datasets are of limited size.
  - One or two publications are planned on these methodological studies.
- The second half of PhD will consist in combining the methodological works with concrete applications. Algorithms will be designed, adapted and tuned with respect to various inverse problems that we will have identified.
  - Additional publications are planed here based on interdisciplinary works.
  - The signal database acquired during the PhD will be shared with the community.
- The last six months will be devoted to finalizing research papers and writing the thesis manuscript.

Of course, this chronogram will be real time adjusted.

1.4 SUPERVISOR AND RESEARCH GROUP DESCRIPTION

The candidate will join the Equipe Signal et Image (SI) of the Institut de Mathématiques de Marseille (I2M). The team specializes in the mathematical aspects of image and signal processing and has several themes of research from statistical descriptions of signals to multiscale representations. The team has also developed a long-standing collaboration with the learning team (Qarma) of the neighboring computer laboratory (LIS). The supervisor and co-supervisor specialize in sparse representations, including time-frequency analysis, convex optimization and inverse problems and work jointly with the Qarma team on projects involving learning and signal processing tasks.

2. RECENT PUBLICATIONS


3. EXPECTED PROFILE OF THE CANDIDATE

The candidate will be interested in understanding the mathematical aspects of learning procedures, as well as in signal and image processing. The project will contain both a mathematical side and an implementation side. A solid theoretical background in mathematics and/or computer science is needed. Skills in signal/image processing are also required. In particular, some background on inverse problems and/or statistics, would be a plus. Good programming skills in Python/Matlab are necessary.

4. SUPERVISORS’ PROFILE

Main supervisor: Caroline Chaux, I2M, Aix-Marseille University.

- Caroline Chaux has developed an expertise in **convex optimization, sparse representations and signal processing**. She is a member of the Équipe Signal et Image (SI) at Institut de Mathématiques de Marseille (I2M) since 2012. In the last five years, Caroline Chaux has been the supervisor of 1 **postdoc**, 3 **PhD candidates** and 4 **interns**. She defended her Habilitation à Diriger des Recherches (HdR) in January 2019. She is the **principal investigator of the Amidex project Bifrost**. For three years, she has been a member of the ANR scientific evaluation committee on signal processing.

- **Caroline Chaux is currently co-supervising one PhD project: Marina Kreme’s PhD on time-frequency inpainting (2017-2020).**

Co-supervisor: Sandrine Anthoine, I2M, Aix-Marseille University.

- Sandrine Anthoine has developed an expertise **sparse representations in signal processing and machine learning, convex optimization and inverse problems in image and signal processing**. She is a member of the Équipe Signal et Image (SI) at Institut de Mathématiques de Marseille (I2M) since 2009. She has co-supervised 3 Ph.D candidates, 1 postdoc and numerous master interns.

- **Sandrine Anthoine is currently co-supervising one PhD project: Farah Cherfaoui’s PhD on active learning for the detection of rare events (2018-2021).**
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